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Detection of hardware Trojans is vital to ensure the security and trustworthiness of System-on-Chip (SoC)
designs. Side-channel analysis is effective for Trojan detection by analyzing various side-channel signatures
such as power, current, and delay. In this article, we propose an efficient test generation technique to facili-
tate side-channel analysis utilizing dynamic current. While early work on current-aware test generation has
proposed several promising ideas, there are two major challenges in applying it on large designs: (i) The test
generation time grows exponentially with the design complexity, and (ii) it is infeasible to detect Trojans,
since the side-channel sensitivity is marginal compared to the noise and process variations. Our proposed
work addresses both challenges by effectively exploiting the affinity between the inputs and rare (suspicious)
nodes. The basic idea is to quickly find the profitable ordered pairs of test vectors that can maximize side-
channel sensitivity. This article makes two important contributions: (i) It proposed an efficient test generation
algorithm that can produce the first patterns in the test vectors to maximize activation of suspicious nodes
using an SMT solver, and (ii) it developed a genetic-algorithm based test generation technique to produce the
second patterns in the test vectors to maximize the switching in the suspicious regions while minimizing the
switching in the rest of the design. Our experimental results demonstrate that we can drastically improve
both the side-channel sensitivity (62X on average) and time complexity (13X on average) compared to the
state-of-the-art test generation techniques.
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1 INTRODUCTION

Hardware Trojans are malicious modifications incorporated during the System-on-Chip (SoC)
design cycle [13, 22, 27, 35, 48, 52]. As IC design and fabrication process becomes more and
more globalized, the threat of hardware Trojan attacks is increasing due to potential malicious
modifications at different stages of the design and fabrication process [13, 17, 20, 21]. To ensure
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Fig. 1. The goal of our framework is to generate test patterns that can maximize switching in the suspicious
regions (objective 1) while minimizing switching in the rest of the design (objective 2) to significantly improve
the side-channel sensitivity. The figure shows an example pair of test patterns (<101,010>).

trustworthy SoC design, it is crucial to develop efficient techniques for detection and localization
of such malicious implants. There is a wide variety of approaches for hardware Trojan detection
using a combination of formal methods [5, 18, 20, 31, 34], test generation for trust validation [10,
12, 14, 39, 49-51, 53], and side-channel analysis [6, 11, 16, 24, 26, 28, 29, 37, 38, 40, 41, 43, 44, 47].
Recent efforts have explored a profitable combination of various approaches for Trojan detection.
For example, test generation has been utilized for effective side-channel analysis [24].

Simulation-based approaches are the most widely used form of security validation today. There
are several test generation efforts for detection of hardware Trojans [7, 14, 24, 30, 32, 33]. The
existing test generation approaches can be broadly categorized as logic testing and side-channel
analysis. Side-channel analysis does not require the Trojan to be fully activated or to propagate
its effect to the observable outputs. However, detection of small Trojans can be hard, since the
change in side-channel signatures can be negligible compared to the environmental noise or pro-
cess variations. Logic testing is immune to the noise and process variations, but requires both the
activation of the Trojan and propagation of the Trojan effects to the observable outputs. Since the
number of possible input patterns is exponential [15], Trojan detection using logic testing can be
infeasible for large designs. While MERS [23, 24] tried to combine the advantages of logic test-
ing and side-channel analysis, there are two major challenges in applying it on large designs. The
test generation time using MERS grows exponentially with the design complexity. Moreover, it is
infeasible to detect Trojans, since the increase in side-channel sensitivity is marginal compared
to the noise and process variations. Specifically, MERS typically achieves less than 2% sensitiv-
ity whereas process variations can be more than 10% [9]. Our proposed approach addresses both
challenges.

This article introduces an efficient approach, referred to as MaxSense, to generate test patterns
to maximize the side-channel sensitivity for Trojan detection. In this article, we target the dynamic
current as our side-channel signature. However, this approach can also be extended to the other
side-channel parameters with suitable modifications of the evaluation criterion. The main idea
of MaxSense is to find a set of ordered pairs of test patterns, T = {t;} = {<u;,v;>}, to realize two
objectives when applying them to the design, as shown in Figure 1. We refer ¢; as an ordered pair
of test patterns with u; as its first pattern and v; as its second pattern. The first pattern in the
ordered pair (u;) tries to maximize the activation of the suspicious regions. The second pattern
(v;) needs to simultaneously satisfy two objectives. The first objective is to maximize switching in
the suspicious regions. The second objective is to minimize the switching in the rest of the design,
such that the side-channel sensitivity is maximized. As demonstrated in Section 3.3, the selections
of both u; and v; are equally important to enable efficient test generation for effective side-channel
analysis. Specifically, this article makes the following major contributions:
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e Exploits the input affinity to identify test patterns that can maximize switching in the sus-
picious (target) regions while minimizing switching in the rest of the circuit to significantly
improve the side-channel sensitivity.

e Proposes a fast and effective Satisfiability Modulo Theories (SMT)-based approach to in-
crease the activation probability in the suspicious regions.

e Utilizes genetic algorithm to quickly find the profitable test patterns by exploiting affinity
of the inputs to the suspicious regions, thus improving the side-channel sensitivity.

e The significant improvement in sensitivity enabled MaxSense to detect the majority of Tro-
jans (out of randomly inserted 1,000 Trojans), while the state-of-the-art approaches can
detect less than 2% Trojans.

The article is organized as follows: Section 2 describes existing Trojan detection techniques.
Section 3 provides problem formulation and motivates the need for our work. Section 4 describes
our test generation framework. Section 5 presents experimental results. Section 6 concludes the
article.

2 RELATED WORK

Logic testing and side-channel analysis are two of the primary approaches to detect hardware Tro-
jans. In this section, we outline the related efforts in these two techniques and genetic algorithm.

2.1 Logic Testing-based Trojan Detection

Logic testing [8, 12, 14, 42,49-51, 53] in Trojan detection has been extensively explored. The MERO
approach presented in Reference [14] utilized the idea of N-detect [8, 42] to achieve high coverage
over their randomly sampled Trojans, assuming the trigger conditions of the Trojans consist of
rare nodes only. The authors observed that if the generated test patterns are able to satisfy all rare
values N times (N-detect criterion), it is highly likely that the unknown rare trigger conditions are
satisfied when N is sufficiently large.

The framework of MERO (N-detect) [14] is shown in the left part of Figure 2. MERO is a
constrained-random approach to achieve the N-detect criterion through flipping bits. It starts from
a large number of random test patterns RT. Then, it simulates the netlist with each random test
pattern and gets the number of rare values being satisfied (R,). Next, these patterns are sorted
based on R,. The profitable test patterns (with greater R,s) are visited earlier than the ones with
smaller R, s. For each random test pattern rt; € RT, each bit is flipped one after the other to im-
prove its quality as shown in Algorithm 1. If the flipping of some bit can improve the N-detect
criterion, the flipping is accepted. Otherwise, the flipping is reversed. The modified test pattern is
put into the final test set if it is helpful in improving the N-detect criterion.

Since the N-detect criterion requires that each rare signal is activated by at least N times, this
criterion is evaluated over all test patterns. Therefore, the checking of improvement on N-detect
criterion (line 6 in Algorithm 1) needs to consider all the previously generated test patterns. This
global evaluation method prevents N-detect approach from running in parallel. The time complex-
ity of MERO depends on the number of random test patterns RT, the number of times that each
rare signals should be satisfied (N), and the number of input signals (length of each test pattern).
The larger N is, the more test patterns are required in RT to satisfy N-detect criterion. The total
number of simulations is the multiplication of random vectors and the number of input signals.

2.2 Side-channel Analysis-based Trojan Detection

Logic testing approaches have several limitations such as a lack of scalability due to the long test
generation time even for small benchmarks, the restrictions of the trigger conditions being fully
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Fig. 2. MERO [14] versus MERS [24]. While MERS counts the number of rare switching, MERO counts the
number of activated rare values.

ALGORITHM 1: MERO (N-detect) [14]

1: procedure N — detect(random test patterns RT, N)
2 for each rt; in RT do
3 for each b; in rt; do
4 flip the bit b;
5: simulate the netlist with the modified rt;
6 if modified r¢; improves N-detect then
7 keep the flipping of b;
8 else
9 reverse the flipping of b;
10: end if
11: end for
12: end for

13: end procedure

activated, and the effect of the inserted Trojan propagating to the observable points. Side-channel
analysis overcomes these disadvantages. Trojan detection using side-channel analysis [6, 11, 16,
24, 26, 28, 29, 37, 38, 40, 41, 43, 44, 47] measures transient current, power consumption, or path
delay both in the golden design and the design under test. If the measured signals from these two
designs vary by a threshold, a Trojan is suspected to be present.

Huang et al. [23, 24] extended the idea of N-detect test for side-channel analysis and proposed
a test generation framework called MERS to maximize the sensitivity of dynamic current. The
frameworks of MERS and MERO are similar as shown in Figure 2. MERS generates compact test
patterns to let each rare node switch from its non-rare value to its rare value N times, increasing
the probability of partially or fully activating a Trojan. After generating MERS test patterns, the
authors proposed simulation-based reordering (called MERS-s) to decide the order of applying
test patterns to maximize side-channel sensitivity. Although MERS-s improves the sensitivity by
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1033% over random test patterns [24], its best sensitivity is still too small, which is less than 1%
in the majority benchmarks [24]. The low side-channel sensitivity in Reference [24] is due to the
inherent restriction of reordering within the set of test patterns generated by MERS-s, which will
be discussed in Section 5.4. MERS-s inherits the same bad performance of the N-detect approach
and makes the test generation time even longer by reordering tests. The reordering step of MERS-s
in maximizing side-channel sensitivity requires a large number of simulations and is not able to
run in parallel (the same problem as the N-detect approach). Our proposed approach is able to
effectively search for efficient tests that can drastically improve the side-channel sensitivity, and
allow the searching process run in parallel—making Trojan detection feasible for large designs in
practice.

2.3 Genetic Algorithm

Test generation using machine learning and simulated annealing methods have been extensively
explored [25]. Genetic algorithm (GA) is a commonly used evolutionary search algorithm inspired
by natural selection [36]. In the test generation domain, genetic algorithm is shown to be successful
in fault coverage [45] and Trojan detection [46]. To the best of our knowledge, our work is the first
attempt in utilizing genetic algorithm for side-channel analysis aware test generation.

3 PROBLEM FORMULATION AND MOTIVATION
3.1 Problem Formulation

In this work, we assume that the attackers are more likely to use rare nodes to construct hardware
Trojans. Therefore, we use suspicious nodes and rare nodes interchangeably. The suspicious region
is defined as the region that is less likely to be activated during traditional validation methodology
using millions of random/constrained-random test patterns. Note that a design may have one or
more suspicious regions. Moreover, each suspicious region can have one or more rare nodes with
values below the rareness threshold.

Our goal is to generate [ compact ordered pairs of test patterns {<u;,v;>} (i =1,2,...,1) that
can maximize the dynamic current based side-channel sensitivity. For each pair of the test patterns
<u;,v;>, the current switching in the golden design G (called the original switching) is measured
by applying the first pattern u; followed by the second pattern v;, denoted swi tchgb »;- The current

switching in the Trojan-inserted design G' is defined in the same way, i.e., switchfzvi. The rela-
tive switching is computed as |switchg’ w switchg’rwl / switchg’ v+ The sensitivity of a Trojan T is
defined as the maximum of the relative switching over all test patterns, as shown in Equation (1):

(1)

i+ oG itchG"
|switchy, . — switchy] ., | )

sensitivityr = max(j=1,2,...1
¢ ) switch .,

3.2 An lllustrative Example

To illustrate how to improve the sensitivity in dynamic current-based side-channel analysis, we
first use a small benchmark c17 from ISCAS-85 [1] as an example with its netlist shown in
Figure 3(a). We set rareness threshold to be 0.3, i.e., rare nodes are defined as the signals whose
rare values are satisfied with less than 30% probability in random simulations. For example, F and
G are two rare nodes with rare value 0 in Figure 3(a).

Assume an attacker uses rare nodes F and G to construct the trigger condition, and the Trojan is
shown using dashed lines in Figure 3(b). For this small design, we enumerate all possible pairs of
test patterns and compute each sensitivity. The best pair of test patterns is <u,v> = <11100,10100>
on inputs (<A,B,C,D,E>), with only B switches from “1” to “0.” The current switching in the golden
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A F(0)

(a) The netlist of ¢17. (b) The netlist of ¢17 with a Trojan inserted.

Fig. 3. The netlist of c17 from ISCAS-85 [1] benchmark. We assume 0.3 as the threshold for rare nodes, F
and G are the two rare nodes in this design, with their rare values 0. The top shows the golden design and
the bottom shows the design with a Trojan inserted.

design switchg’v is 4 (switching of signals B, F, G, and J) and the current switching in the Trojan
inserted design swi tchgfv is 7 (switching of signals B, F, G, J, T, I’, and K). Thus, the sensitivity is 75%
in this example. An important observation is that by flipping only a small number of relevant inputs (B
in this example) while preserving the others, the switching activities in the Trojan area are maximized
while the current switching in the golden design is minimized. In other words, if we can exploit the
affinity between inputs and the rare nodes while creating a pair of test patterns (u followed by v),
it can lead to a significant improvement in sensitivity for Trojan detection. Experimental results
in Section 5.4 (Figure 9) demonstrate that affinity is useful in practice.

3.3 Motivation and Research Challenges

By inspecting the capability of <11100,10100> for c17, we want to divide the task of searching
for effective pairs of test patterns into two sub-problems. (1) Generation of the first pattern that
tries to maximize activation of rare nodes with their respective rare values, e.g., 11100 in the previ-
ous example. As the difference of current switching in designs with/without Trojans comes from
the switching of the inserted circuits, the sensitivity can be improved if the switching activity is
maximized in these suspicious regions. (2) Given the first pattern u generated in the previous step,
searching for the most profitable second pattern v, which is responsible for both maximization of
switching in rare nodes and minimization of switching in non-rare nodes, e.g., 10100 in the previous
example.
However, there are three main challenges in searching for effective pairs of test patterns.

(1) Randomly selected pairs may not lead to high sensitivity, even if the two patterns are
similar. For example, if we apply <u,u> = <11100,10100> to the previous example, the
switching activities in G and GT are the same, revealing no side-channel footprint.

(2) The whole search space is exponentially large (2", where n is the number of inputs
in the design). So, searching for the whole space is not feasible. Based on affinity heuris-
tic, the neighbor of u within a small Hamming distance (e.g., less than k) is the optimized
search space. One naive way is to use breadth-first-search (BFS) according to the Ham-
ming distance. However, the searching complexity is still O(n*).

(3) There is a tradeoff between introducing switching in the rare nodes and minimizing
switching in the golden design. We need to introduce a reasonably large switching in
rare nodes, since we have no knowledge of the trigger condition. However, for a design
with thousands of rare nodes, introducing switching for all of them can lead to a signifi-
cant increase in the switching of the golden design. In that case, even if the Trojan is fully
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Fig. 4. The overview of our approach (MaxSense). We divide the task of test generation into two sub-
problems: (i) generation of the first patterns to maximize the activation of the rare nodes with their respective
rare values; (ii) given the first pattern generated in the previous step, searching for the most profitable sec-
ond pattern, which is responsible for both maximization of switching in the rare nodes and minimization of
switching in the non-rare nodes.

activated, the sensitivity (tens of the extra switching divided by thousands of the original
switching) can be too small compared to the process and noise margins.

Our approach addresses these challenges by using an SMT-based first pattern generation to max-
imize the activation of rare nodes and using genetic algorithm as an approximate and optimized
replacement of BFS to search for the most profitable second patterns. Based on input affinity, we
initialize GA with random test patterns that have fixed small Hamming distance from the first pat-
tern. By crossover and mutation, the Hamming distance is expected to grow slowly. After several
generations, the majority of the profitable test patterns in the expected search space are likely to
be visited.

4 GENERATION OF EFFECTIVE TEST PATTERNS

Figure 4 shows an overview of our proposed approach (MaxSense). It has three important steps.
The first step generates the first patterns to maximize activation of rare nodes with their respective
rare values (Section 4.1). The next step finds the most profitable second patterns for both maxi-
mization of switching in rare nodes and minimization of switching in non-rare nodes (Section 4.2).
Finally, we evaluate the quality of the generated pairs of test patterns (Section 5).

4.1 Generation of the First Patterns

The sensitivity of side-channel analysis is maximized if the ordered pairs of test patterns are able
to maximize activation of rare nodes with their respective rare values, i.e., partially or fully acti-
vate trigger conditions. The basic idea is to increase the activities of rare signals to increase the
probability of activating the unknown trigger conditions.

As discussed in Section 2.1, the test patterns generated by N-detect approach [14] is promising
to achieve this goal. However, efficiency is the main bottleneck of the N-detect approach. The N-
detect approach requires one simulation in each bit flipping of a single initial random test pattern.
Therefore, if the number of initial random test vectors are large and the design is complex, it takes
along time to finish all simulations. What is worse, the N-detect approach cannot run in parallel. It
is due to the fact that the N-detect criterion relies on the overall performance of all test vectors, and
we cannot evaluate the quality of a single test pattern without evaluating all the other patterns. For
example, if a set of test patterns already cover all but one rare signal N times, a new test pattern
that is able to cover the remaining rare signal is better than a test vector that is able to cover
hundreds of rare signals that are already activated by N times. To address these inherent problems
of N—detect approach, we propose an effective and parallelizable test generation approach utilizing
an SMT solver to produce the first patterns.
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Before describing the details of our SMT-based approach, we first introduce logic expressions
for signals that will be used in our approach. For each signal, we define its logic expression as an
expression that is composed by controllable signals, such as primary inputs, flip-flops with a scan
chain. For example, the logic expression for signal F is !(A A B) in Figure 3. This logic expression
is stored in F.expr and the rare value of F is stored in F.rv.

Algorithm 2 shows our SMT-based approach. The main part of Algorithm 2 contains M iter-
ations, each of which generates one test pattern by calling an SMT solver. In each iteration, we
first generate a random permutation of all rare signals in RP and initialize an SMT expression S to
be true. Then, we construct an expression e; = (rp;.expr == rp;.rv) for each rare signal rp; € RP.
These expressions from rare signals in RP are added one by one to our SMT expression S. To
maintain S to be satisfiable, we skip every rare signal rp; when S A e; is unsatisfiable. In other
words, S contains rare signals that can construct a valid trigger condition. When we have “enough”
(TriggerLimit) satisfiable rare signals in S, we get an input pattern by solving S using an SMT
solver. By choosing RP as a random permutation of all rare signals in each iteration, Algorithm 2
tries to generate test patterns that can activate different combinations of rare signals. At the end
of Algorithm 2, M test patterns are returned as the set of first patterns, each of which is able to
activate a combination of rare signals.

ALGORITHM 2: First Pattern Generation using SMT Solver

1: procedure SMT (circuit netlist, rare signals RS, the number of test vectors M)
2 initialize first pattern set FP = ()

3 compute logic expression for each rare signal

4 for k = 1to M do

5: RP = random_permutation(RS)

6 initialize SMT expression S = 1

7 the total number of satisfiable expression total = 0

8 for each rare signal rp; € RP do

9 new expression e; = (rp;.expr == rp;.rv)

10: if satisfiable(S A e;) then
11: S=SAe;

12: total = total + 1

13: end if

14: if total > TriggerLimit then
15: break

16 end if

17: end for

18: solve S and get input pattern uy
19: FP = FP U {u}

20: end for

21: return FP

22: end procedure

The performance of Algorithm 2 depends on the total number of test patterns and the complex-
ity of the design. The number of iterations is controlled by the user-defined parameter M, which is
the size of test patterns. In each iteration, one random permutation of rare signals RS is performed
with time complexity O(|RS]). In the inner loop (Lines 8-17), we are looking for no more than
TriggerLimit rare signals that can be satisfied together. Therefore, the number of iterations of the
inner loop is between TriggerLimit and |RS|. In the worst case, all rare signals are tried and cannot
find more than TriggerLimit satisfiable rare signals. Therefore, the worst-case run time of Algo-
rithm 2 is O(M X |RS| X T(SMT)), where T(SMT) is the worst time to solve at most TriggerLimit
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Fig. 5. The first iteration of GA for generating the best second pattern for u = 11100. The initial Hamming
distance is 1 and the number of individuals for each generation is 4. Crossover point and mutation point are
selected randomly. Fitness values are shown as the numerator representing rare switching rare_switchfi’v
and the denominator representing total switching switchgl_’v. The best second pattern v; is the individual
with the greatest fitness value over all generations as shown in the gray box.

expressions by an SMT solver. The running time can be reduced with multi-core architectures. It
is easy to see that Lines 5-18 can be run in parallel. In other words, if we want to generate M test
vectors and we have C cores, each core can generate M/C test vectors, i.e., C times speedup.

4.2 Searching for the Most Profitable Second Patterns

The second task is to find the best second pattern v; for each u; (identified in Section 4.1), such
that the relative switching is maximized. There are many selection algorithms in the literature, in-
cluding genetic algorithm, simulated annealing, and machine learning. While all of them provided
promising results, we used genetic algorithm in our framework primarily due to its effectiveness
in exploiting affinity and delivering profitable second patterns in a small number of iterations, as
described in Section 5.4.

Genetic algorithm forms the main part of Algorithm 3, which consists of four major steps: ini-
tialization, fitness computation, selection, and crossover and mutation. The fitness is defined in
Equation (2), where rare_switchgV represents the current switching of all rare nodes in G when
applying the test pattern u followed by v. A profitable test pattern should maximize the current
switching in rare nodes to increase the probability of activating a Trojan and minimize the total
switching in the golden design. The best second pattern v; for a given preceding u; is the one
achieving the highest fitness value over all generations (line 11). The first iteration of GA for c17
is shown in Figure 5, assuming 4 individuals in each generation.

i G
rare_switch] ,

fitness,(v) = (2)

3G
switchy] ,,

4.2.1 Initialization. The first population is initialized with random test patterns that are similar
to u;. Each individual in the initial population has a Hamming distance k from u;. During the
experiments, we choose k to be max(0.004|u;|, 1). Starting from a very low Hamming distance
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ALGORITHM 3: Second Pattern Generation using GA

1: procedure GA(circuit netlist, rare signals RS, first patterns FP = {u;})
2: for each first pattern u; € FP do

3: Initialization of GA with u;
4: For each individual v, compute fitness,,, (v) by simulating the netlist with the pair of test patterns
<uj,v>

5 for gen = 1 to generations do

6 Selection of parents from the gen™ generation based on fitness values
7: Single point crossover to produce children

8 Single point mutation according to mutation rate

9

Compute fitness for the children ((gen + 1)™ generation)
10: end for
11: Select the best individual over all generations as v;
12: end for
13: return ordered pairs of test patterns {<u;,v;>}

14: end procedure

may potentially give us the benefit of a small original switching in the golden model, which may
lead to a large fitness value based on Equation (2).

4.2.2  Fitness Computation. For each individual v, the golden design G is simulated with the
pair of test patterns <u;,v>. Then the fitness of v is computed by Equation (2). For example, the
fitness values for four candidates are shown in Figure 5.

4.2.3  Selection. Selection is based on the fitness of each individual. An individual with a greater
fitness is more likely to be selected. The selection shown in Figure 5 demonstrates that the
individual with a greater fitness (such as 10100) is more likely to be selected than the one with
a smaller fitness (such as 11101).

4.2.4  Crossover and Mutation. A single crossover point is randomly selected and crossover is
performed on parents to produce two children. During mutation, a randomly selected position is
mutated with a low mutation rate. For example, Figure 5 shows only 1 mutation for 4 individuals.

Although the Hamming distance to u; is small in all individuals of the initial generation,
crossover and mutation will increase the Hamming distance from generation to generation. The-
oretically, the largest possible Hamming distance between the jth generation and u; is at most
2/ % |k| considering only crossover. For all test patterns to be evaluated with some probability,
the total number of generations should be large enough to allow |u;| Hamming distance. How-
ever, we may need only a small number of generations, as the affinity heuristic suggests. Dur-
ing experiments, we fix the number of generations to be 5. So, the maximum Hamming distance
could be 2° X max(0.004|u;|, 1), which is around max(10%|u;|, 32). Based on the affinity observa-
tion discussed in Section 3.2, it is likely to find a high-quality test pair within this search space.
As demonstrated in Section 5.4 (Figure 9), the pairs of test patterns with small Hamming distances
are effective in providing a significant improvement in sensitivity.

Since lines 3-11 are performing an independent GA searching for each first pattern u;, the
body of the first for-loop can run in parallel similar to Algorithm 2. Therefore, C cores will give
a speedup close to C. Combined with Algorithm 2 to generate first patterns, the whole process
can run in parallel. Given unlimited computing resources, we can use each core to generate one
pair and combine all pairs together. This optimistic overall running time consists of compiling the
design, generating one first pattern from Algorithm 2 and its corresponding second pattern from
Algorithm 3.

ACM Transactions on Design Automation of Electronic Systems, Vol. 26, No. 3, Article 22. Pub. date: January 2021.



Test Generation for Trojan Detection using Side-Channel Analysis 22:11

4.3 Selection of TriggerLimit

As introduced in Section 3.3, there is a tradeoff between introducing switching in the rare nodes
and minimizing switching in the golden design. We try to address this challenge by selecting
a reasonable TriggerLimit. This section illustrates why it is a challenge to select a reasonable
TriggerLimit—a larger TriggerLimit can lead to increased total switching (and reduced sensitiv-
ity), while a smaller TriggerLimit can lead to reduced probability of Trojan activation.

TriggerLimit in Algorithm 2 controls how many rare signals should be activated by each first
pattern u. Its second pattern generated by Algorithm 3 tends to introduce as many switching
in the rare nodes activated by u as possible to increase fitness value. First, we show that if the
TriggerLimit is too large, it may lead to sub-optimal patterns with lower sensitivity. Assume that
the inserted Trojan has 8 trigger points and we compare TriggerLimit = 128 to TriggerLimit = 8.
(i) With TriggerLimit = 128, suppose that we generate a first pattern u’ that is able to activate 128
rare nodes (include all 8 trigger points of the Trojan) and find a second pattern v’ by Algorithm 3
that introduces current switching in all of these 128 rare nodes with a total switching of 1,000.
(if) With TriggerLimit = 8, suppose that we get a first pattern u* that is able to activate only
the 8 trigger points of the Trojan and find a second pattern v* that introduces current switching
in all of these 8 rare nodes with a total switching of 500. When these two test vectors (<u’,0">
versus <u*,v*>) are applied to the Trojan inserted design, the switching from the Trojan will be
same, but the sensitivity produced by <u*,0*> will be greater than <u’,0’>, since the original
switching produced by <u*,0*> is smaller. Next, we show that if TriggerLimit is too small, it may
be not beneficial for Trojan detection. In the above example, the probability of the 128 rare nodes
activated by u’ containing all 8 trigger points of the Trojan is high, while the probability of the
8 rare nodes activated by u* being the exact 8 rare triggers points of the Trojan is very low. It is
obvious that if we introduce less switching in the Trojan area, the sensitivity will be smaller.

In summary, with a small TriggerLimit, e.g., 8 in the previous example, the probability of acti-
vating unknown Trojans is extremely low compared to TriggerLimit = 128 with the same number
of test patterns. With a large TriggerLimit, e.g., 128 in the previous example, Algorithm 3 will try
to maximize the fitness value by introducing as many switching in the rare nodes as possible, and
as a result, introducing a large original switching and low sensitivity in Equation (1). In practice,
we set TriggerLimit to be a few times of the largest possible trigger points. TriggerLimit is typ-
ically small, since the number of trigger points is small; otherwise, it will introduce noticeable
power or area overhead, which is easier for debug engineer to detect using side-channel analysis.
In our experiments, TriggerLimit is set to be 32 for Trojans with 8 trigger points.

5 EXPERIMENTS

To evaluate the effectiveness of our approach, we did a variety of experiments to show the results
on different benchmarks and compared the results to the state-of-the-art approach. In addition,
we also evaluated the efficiency of our approach utilizing multi-core systems. Note that although
we evaluate the effectiveness of the generated test patterns using gate-level simulation, the test
patterns generated by our approach are also applicable on post-silicon designs (fabricated chips).

5.1 Experimental Setup

All algorithms of our framework are implemented in C++, and Algorithm 2 utilizes Z3 [19] C++ as
our SMT solver. Since MERS [24] is the state-of-the-art (closest to our approach), we used the same
benchmarks as MERS—a subset of ISCAS-85 [1] and ISCAS-89 [2] gate-level benchmark circuits.
We have also used two large benchmarks, memory controller (MC) from TrustHub [4] and MIPS
processor from OpenCores [3], to demonstrate the scalability of our approach. We performed a
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Table 1. Comparison of MaxSense with NDT+GA [30] and MERS-s [24] over 1,000
Random 8-trigger Trojans
MERS-s [24] NDT + GA [30] MaxSense

Bench| #rare % of Imp.| %of Imp. % of Imp.
signals | Sens- [ Trojans | Time | Sens- | over | Trojans | Time | Sens- | over | Trojans | Time | over

itivity | detected | (hour) | itivity | [24] | detected | (hour) | itivity [ [24] | detected | (hour)| [24]
€2670 43 5.6% 2.4% 5.1 110% | 19.6X 100% 1.1 133% | 23.8X 100% 0.3 4.6X
¢5315 164 1.5% 0.3% 235 | 52.4% |34.9x| 98.3% 4.1 163% | 108.7x| 99.4% 0.9 ]26.1x
¢7552 278 1.7% 0.2% 40.3 | 34.5% |20.3X 82% 7.9 51.9% | 30.5% 83.5% 14 5.1
$13207 604 1.7% 0% 11.5 79.7% | 46.9X 100% 12.9 99% | 58.2X 100% 0.7 16.4x
s15850 649 1.0% 0% 16.1 | 54.3% | 54.3x| 99.5% 15.1 | 55.7% | 55.7X 97.1% 0.9 |17.9x
$35932 1,152 1.0% 0.1% 10.7 52.9% [ 52.9X| 66.6% 29.6 | 95.7% | 95.7X 99.8% 1.8 5.9%

MC 1,306 - - - - - - - 14.9% [+ 85.2% 5.7 o

MIPS 906 - - - - - - - 35.1% 0 55.2% 13.0 (<]
Avg.1 - 2% 0.5% 179 | 64.0% |38.2x| 91.1% 11.8 | 99.7% | 62.1X 96.6% 1 12.7x

MaxSense can provide an order-of-magnitude improvement in sensitivity. As a result, MaxSense can detect almost all
the Trojans in majority of the benchmarks, while MERS-s fails to detect almost all of them.

1Since MERS-s [24] and NDT+GA [30] cannot finish in the MC and MIPS, all average results are computed over ISCAS
benchmarks for comparison.

variety of experiments on a machine with Intel Xeon E5-2698 CPU @2.20 GHz. We compared
three approaches with the configurations shown below:

(1)

@)

®)

MaxSense (Our approach): MaxSense utilizes SMT (Algorithm 2) to generate the first
patterns and genetic algorithm (Algorithm 3) to generate the second patterns. We fixed
the number of test patterns M = 5,000 for ISCAS benchmarks, and M = 10,000 for MC and
MIPS in Algorithm 2. In Algorithm 3, we set the number of individuals to be 200 in each
generation, the number of generations to be 5, and mutation rate to be 0.1.

NDT+GA [30]: It is our earlier work (conference version [30]) to show GA is more suitable
than reordering for sensitivity improvement. It utilized N-detect [14] to generate the first
patterns and genetic algorithm (Algorithm 3, the same configuration as GA in MaxSense)
to generate the second patterns. We fixed N=1,000 for the N-detect criterion. To increase
the quality of the generated tests, we set different parameters in this experimental setting
compared to Reference [30]. Algorithm 1 starts with 100,000 random patterns for ISCAS
benchmarks (compared to 10,000 random patterns in Reference [30]) and 1M random pat-
terns for MC and MIPS. It also increases the number of rounds for bit flipping to two
(compared to one in Reference [30]) for every initial random test pattern.

MERS-s [24]: It is the state-of-the-art approach from Reference [24] (MERS with
simulation-based reordering) with the best settings (C = 5.0) [24]. We did not compare
with random tests and MERS (with Hamming distance), since MERS-s outperforms them.

5.2 Generation of Hardware Trojans

To statistically evaluate the performance of different approaches, we first generated 1,000 valid

Trojans

for each benchmark. To make these Trojans covert under traditional validation, we con-

structed each Trojan with a number of rare signals (trigger points) defined by a rareness threshold
for each benchmark. To get the list of all rare signals, we first ran 1M random simulations for each
benchmark. We set rareness threshold to be 0.1 for ISCAS benchmarks and 0.005 for MC and MIPS
over all experiments. The number of rare signals is shown in the second column of Table 1. As we

can see,

the number of rare signals are around 1,000 for large benchmarks. After achieving the rare
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signal list, different combinations of rare signals are randomly sampled and fed into ATPG tool to
check their validity. Finally, 1,000 valid Trojans are independently inserted into the benchmarks
to construct design under tests (DUTs). These constructed 1,000 DUTs for each benchmark are
used to evaluate the performance of different approaches over all the experiments. It is easy to
see that the probability of activating these Trojans using random simulation is at most 1077 for
ISCAS benchmarks, and 20077 for large benchmarks, assuming each Trojan is constructed by p
independent rare signals. In all of our experiments, the trigger points p is set to be 8. The possible

combinations that an adversary can exploit to insert Trojans are in the order of ( 12?0) with 1,000

rare signals, which is around 10 for p = 8.

5.3 Performance Evaluation

We applied the test patterns generated by the three approaches in Section 5.1 to simulate both the
golden design and all DUTs in Section 5.2. We computed the side-channel sensitivity in current
switching according to Equation (1). For each DUT, we conclude the existence of a Trojan if the
sensitivity is greater than 10% [9].

The results are shown in Table 1. For each approach, we report the sensitivity, the percentage
of detected Trojans, and the overall running time. The sensitivity is the average sensitivity over
1,000 randomly sampled Trojans, each of which is computed using Equation (1) with all the test
patterns. The percentage of detected Trojans shows the fraction of Trojans whose sensitivities are
above the threshold 10%. The running time of MERS-s consists of the generation of MERS test
patterns and simulation-based reordering. The running time of NDT+GA and MaxSense consist
of the running time of N-detect [14] and SMT (Algorithm 2), respectively, and the running time of
genetic algorithm (Algorithm 3). The entry marked with dash represents test generation timeout
after one week.

5.3.1 Sensitivity Comparison. The sensitivity is the most important indicator of the quality of
the generated test patterns, since a larger sensitivity can help detect more Trojans directly or by
sophisticated classification approaches. As shown in Table 1, the overall sensitivity of MaxSense
outperforms MERS-s by 62 times, and the NDT+GA improves a factor of 38 over MERS-s. For the
ISCAS benchmarks, while the test patterns generated by MERS-s only get less than 2% sensitivity
except for the smallest one c2670, NDT+GA and MaxSense improve the sensitivity to 64% and 99.7%
on average, respectively. For the two large benchmarks, MERS-s and NDT+GA cannot finish within
one week time limit due to the long running time of N-detect approach in these two approaches
and also reordering in MERS-s. However, MaxSense is able to provide 14.9% and 35.1% sensitivity
in MC and MIPS, respectively, with a few hours of test generation time.

By comparing the performance of NDT+GA and MaxSense, we can observe that SMT-based
approach achieves 63% higher sensitivity compared to N-detect based approach. It shows that the
first patterns generated by SMT are better than N-detect in activating rare nodes. While N-detect
approach increases the activation of rare nodes by flipping bits from random test patterns, SMT-
based approach directly controls which parts of rare nodes to be activated. Therefore, it is expected
that SMT-based approach would outperform N-detect-based approach. Compared to reordering
technique in MERS-s, our genetic algorithm generates the most profitable second patterns for
a given first pattern, leading to a significant reduction in the original switching, which will be
explained in Section 5.4.

To inspect the effectiveness of one test pattern pair, we compute the average sensitivity of all
DUTs from ¢7552 and s13207 after applying the first 2,000 test pattern pairs in Figure 6. Both
Figure 6(a) and Figure 6(b) reveal the same pattern that the average sensitivity grows significantly
faster by the test patterns from MaxSense than NDT+GA and MERS-s. When the number of test
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Fig. 6. The average sensitivity of 1,000 DUTs after applying the first 2,000 pairs of test patterns. The aver-
age sensitivity by MaxSense grows fastest and achieves the best performance. NDT+GA grows fast at the
beginning and soon becomes saturated. MERS-s performs the worst with less than 2% sensitivity for both
benchmarks.

patterns is below 500, MaxSense is already able to generate more than 30% and 60% average sensi-
tivity in ¢7552 and s13207, respectively, while NDT+GA achieves 10% and 40% in these two bench-
marks. The average sensitivity of NDT+GA grows fast in the first few hundreds of test patterns,
but it saturates soon. MERS-s performs the worst, with less than 2% in both benchmarks after
2,000 test patterns. Therefore, the test patterns generated by MaxSense is more effective and more
compact than NDT+GA and MERS-s. Among these three approaches, the test patterns generated
by MERS-s have the worst quality that achieve an average sensitivity typically less than 2%, which
is far less than process variation and environment noise.

5.3.2 Detected Trojans. With the assumption of 10% sensitivity threshold [9], the percentage of
detected Trojans are shown in Table 1. Since the sensitivity from MERS-s are mostly less than 2%,
MERS-s missed almost all the Trojans. However, NDT+GA and MaxSense are able to detect 91.1%
and 96.6%, respectively, of Trojans on ISCAS benchmarks.

The cumulative distributions of the sensitivities over 1,000 Trojans in ¢7552, s13207, s15850, and
MIPS are shown in Figure 7. The x-axis represents the sensitivity, y-axis represents the number
of Trojans that have sensitivities greater than x, and the vertical line represents 10% sensitivity
threshold (noise). For example, in s13207, almost all the Trojans have sensitivities greater than
the sensitivity threshold in both MaxSense and NDT+GA, while in MERS-s this number is 0. In
other words, if we assume the process variation to be 10%, MaxSense and NDT+GA can detect the
majority of these randomly sampled Trojans with high confidence, while MERS-s missed almost
all of them. The exact numbers are reported in Table 1. When the sensitivity threshold increases
(the vertical bar moves to the left), the number of detected Trojans drops. It is expected, since when
the noise increases, the differences of current switching in some DUTs are not significant enough
to conclude the existence of hardware Trojans. As shown in Figure 7, when the noise increases
from 10% to 25% (the vertical bar moves to 272), the detection rates of ¢7552 drop to 60% and 50%
for MaxSense and NDT+GA, respectively. Overall, our approach can detect majority of the Trojans
in most of the benchmarks due to the higher sensitivities provided by our test patterns, whereas
the test patterns generated by MERS-s can barely detect any Trojans in a practical noisy settings.

5.3.3 Test Generation Time. Finally, we compare the test generation time of the three ap-
proaches. As shown in Table 1, while MERS-s and NDT+GA requires 17.9 and 11.8 hours on
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Fig. 7. The comparison of distributions of sensitivities by three approaches over 1,000 Trojans. The x-axis
shows the sensitivity in logarithmic axis, and y-axis is the number of Trojans that have sensitivities greater
than x. The vertical line represents 10% process variations as a threshold to detect Trojans.

average, respectively, to generate test patterns for ISCAS benchmarks, MaxSense takes only
1 hour. MaxSense is up to 26.1X, 12.7X on average, more efficient than MERS-s. For the two large
benchmarks, MC and MIPS, MERS-s cannot finish in one week, while MaxSense can generate
high quality test in several hours. It indicates that the improvement increases when the size of
design becomes larger and larger. Furthermore, MaxSense is able to utilize multi-core platforms
to reduce the running time by several times for large designs (see Section 5.6), while MERS-s is
not suitable for even medium-size designs. The long running time of MERS-s is due to the usage
of N-detect approach in generating test patterns, and time-consuming simulations in reordering
test patterns. The reordering in MERS-s takes O(n?) simulations for each pair of test patterns,
where n is the number of test patterns. However, the number of simulations in our genetic
algorithm is O(n), where n is the number of first test patterns, since we evaluate 5 generations
and 200 individuals for each generation. Moreover, the test patterns generated by MaxSense is
more compact than MERS-s, as shown in Figure 6. Therefore, the linear growth in the number of
simulations in Algorithm 3 leads to significantly faster test generation than the quadratic growth
in the number of simulations in the reordering part of MERS-s.

5.4 Evaluation of Original Switching

Because the inserted Trojans are usually tiny compared to the whole design and the probability
of fully activating a Trojan is low, it is critical to minimize the current switching in the original
design such that the sensitivity is high enough to be detected. Figure 8 shows the box plot of all

ACM Transactions on Design Automation of Electronic Systems, Vol. 26, No. 3, Article 22. Pub. date: January 2021.



22:16 Y. Lyu and P. Mishra

80

1500 +

ALY

60 -

—
)
a
S
1

—_
o
S
S
1

40

JEEL-FF:

Original switching
~
S
(=]
1

Original switching

%)

=3

S
1

)
3
S

2670 c5315 €7552 513207 515850  s35932 c2670 c5315 c7552 s13207  s15850  $35932
Benchmarks Benchmarks
(a) MERS-s [24] (b) MaxSense
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Fig. 9. Hamming distance of all pairs of test patterns by MaxSense.

original switching from test patterns generated by MERS-s and MaxSense for ISCAS benchmarks.
Figure 8(a) shows that the original switching from MERS-s is in the order of several hundreds,
up to 1,500. Figure 8(b) shows that MaxSense achieves less than 100 original switching for all
benchmarks, with the average original switching around 10 to 20. Compared to MERS-s, MaxSense
is able to achieve up to more than 100 times reduction in the original switching, e.g., the median of
original switching in 35932 is around 1,250 from MERS-s and less than 10 from MaxSense. With
an 8-trigger Trojan, the number of extra current switching is typically less than 16, assuming the
Trojan is not fully activated. Therefore, the large original switching becomes the main bottleneck
that prevents MERS-s from achieving a high sensitivity.

The large original switching from MERS-s is due to its reordering technique. As the reordering
of MERS-s restricts each test pattern to find its pair from the generated test patterns, the minimum
original switching that reordering can achieve is bounded by the optimum pairs inside these test
patterns. However, MaxSense fixes the first pattern and searches an open space for profitable sec-
ond patterns to minimize the original switching. The searching process starts with test patterns
that are close to the first pattern and gradually increases the distance using genetic algorithm. For
each first test pattern u from SMT (Algorithm 2), the best second pattern v is found by GA with 5
generations. Thus, the maximum possible Hamming distance between u and v can be as large as
10%|u| (see Section 4.2). It follows the motivation of affinity heuristic introduced in Section 3. We
examined the Hamming distance between the generated pairs of MaxSense in Figure 9. It is inter-
esting to see that almost all of the distances are 1 in the relatively small circuits from ISCAS-85 [1].

ACM Transactions on Design Automation of Electronic Systems, Vol. 26, No. 3, Article 22. Pub. date: January 2021.



Test Generation for Trojan Detection using Side-Channel Analysis 22:17

250.00% 120.00%

200.00% 100.00%
6

80.00%
150.00%

60.00%

Sensitivity
Sensitivity

100.00%
40.00%

50.00% 20.00%

0.00% 0.00%

4 8 16 32 4 8 16 32

EMERS-s EINDT+GA mMaxSense EMERS-s EINDT+GA mMaxSense

(a) 513207 (b) s15850

Fig. 10. The sensitivity with various trigger points.

They reveal a similar property as the example in Figure 3 that one bit change can maximize the
activity in the Trojan area and minimize the activity in the remaining of the design. When the size
of the circuit grows, the Hamming distance of the test pairs that provide the highest sensitivity
also increases. For example, the majority of the distances for 35932 are greater than 2.

5.5 Evaluation of the Number of Trigger Points

In this experiment, we evaluated the effects of the trigger point number on the sensitivity. In the-
ory, a hardware Trojan with more trigger points typically introduces more side-channel effects.
To investigate the effects of the trigger points, we selected two large benchmarks that all of the
three approaches can finish, s13207 and s15850. Then, we used the same method in Section 5.2
to generate 1,000 hardware Trojans with each trigger point number, which varies from 4 and 32.
Finally, we applied the three approaches to both benchmarks and computed the average sensi-
tivities. Figure 10 shows the average sensitivities with different number of trigger points. When
the trigger points increase from 4 to 8, the average sensitivities do not change much. When the
trigger points keep increasing, the sensitivities have a significant increase. While the sensitivities
of MERS-s grow with the increasing number of trigger points, the sensitivities of MERS-s are still
far from the noise threshold even with 32 trigger points.

5.6 Concurrency of MaxSense

As discussed in Section 2 and Section 4, N-detect approach cannot run in parallel, since the N-
detect criterion relies on the overall performance of all test vectors. Although the second step of
NDT+GA can run in parallel, it does not benefit much from multi-core platforms, since N-detect
part consumes the majority of test generation time. Similarly, MERS-s cannot utilize multi-core
platforms because of the N-detect criterion. What is worse, the reordering step of MERS-s cannot
run concurrently either. As a result, only MaxSense is evaluated in this experiment, whose both
steps can run in parallel.

To evaluate the performance of MaxSense in a multi-core platform, we tested the test generation
time of MIPS with 1, 2, 4, 8, and 16 threads running in different cores. Multi-threading scheme is
implemented using C++ pthread library. Each thread is responsible to generate its own pairs of test
patterns. For example, to generate 10,000 pairs of test patterns in a 16-core platform, each thread
is responsible to generate 625 pairs of test patterns using Algorithm 2 with M = 625 followed
by Algorithm 3. The overhead of multi-threading includes compiling the design for individual
simulation of each thread and returning the generated test pattern pairs to the main thread.
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Fig. 11. The test generation time of MaxSense with multi-core platforms for MIPS processor. With 16 cores,
MaxSense can finish generating 10,000 test pattern pairs in less than 2 hours.

The test generation time of MaxSense is shown in Figure 11. It is clear to see that MaxSense
can achieve better performance in multi-core platforms, since both its pairs of test patterns can
be generated in parallel. With 2 threads, MaxSense can achieve speedup around 1.6X. The final
speedup using 16 cores is more than 6 times, leading to less than 2 hours in generating 10,000 test
pattern pairs. It is significantly faster than MERS-s, which takes longer than one week to finish.
With enough cores, the best possible performance would be the total time for compiling the design
and generating one pair of test patterns. Since compilation time is the dominant factor and it is
linearly related to the design size, the time complexity of MaxSense would be linear with respect
to the design size with enough cores.

6 CONCLUSION

Side-channel analysis provides a promising approach for Trojan detection. The state-of-the-art
test generation technique (e.g., MERS-s [24]) is not beneficial for large designs due to its high run-
time complexity. Most importantly, the sensitivity obtained by the existing approaches is very low
compared to environmental noise and process variations, making them useless in practice. Our
proposed approach addresses both limitations by developing an SMT-based first pattern genera-
tion algorithm and a genetic algorithm-based second pattern generation algorithm that can in-
crease the sensitivity drastically while significantly reduce the test generation time. Our approach
breaks down the problem into two sub-problems. The first task generates effective test patterns to
maximize the excitation of rare values. The second task finds the best matching pair for each test
pattern generated in the first task to maximize the sensitivity. In this article, we demonstrated that
the combination of the SMT-based approach with the genetic algorithm can generate significantly
better test patterns than MERS-s. Our proposed test generation approach can improve both side-
channel sensitivity (up to 109X, 62X on average) and test generation time (up 26X, 13X on average)
compared to MERS-s. Experimental results demonstrated that our approach can detect the major-
ity of Trojans in the presence of process variation and noise margins while the state-of-the-art
approaches fail.
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